
Method

We formulate the task as a prediction task based on 
historical look-back windows and the casual attention mask 
is proposed to avoid the information leakage from the future. 
Second, to alleviate the misalignment between visual and 
textual modality, we develop a novel Modality Temporal 
Alignment Module (MTAM) to address potential temporal 
discrepancies that may arise during live streaming events. 
Based on continuous label, we design a novel Border 
Aware Pairwise Loss with first-order difference constraints.
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Motivation

• Different from traditional video understanding task, live 
streaming highlight understanding tasks makes predictions 
only based on information available up until that moment.

• Multimodal information in live streaming videos is usually
misaligned. For example, the reaction of hosts and 
audiences can experience a time lag, so the streamer’s 
speech and audiences’ comments may be ambiguous and 
not sequentially aligned with the visual frames, 
necessitating a module to mitigate the noise caused by 
misalignment.

• There is no large-scale public dataset for live streaming 
highlight detection and a large-scale live streaming dataset 
with multimodal information is crucial to assessing this 
topic.

Experiments

• KuaiHL surpass various strong VHD and LSHD methods.

• Modality Temporal Alignment Module does help train better 
visual and text encoders that reduce the possible misalignment 
between the two.

• Border Aware Pairwise Loss helps model to effectively exploit 
the contrastive information between the highlight and no-
highlight frames and avoids the collapse due to the over 
optimization.


